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For the statistical mechanics of many-body systems Monte Carlo methods have become a 
well-established tool. A particularly popular application is the study of statics and dynamics of 
phase transitions of lattice models. Here some aspects of these studies are reviewed, with a 
particular emphasis on problems illustrating general progress in the implementation of the 
method and in the analysis of the results. Finite-size effects will be given a detailed con- 
sideration, and finite-size scaling at both second- and first-order transitions will be discussed, 
as well as the study of inhomogeneous systems (containing interfaces or surfaces). Methods 
for sampling the entropy will be mentioned. Finally studies of diffusion problems and the 
simulation of the approach towards equilibrium in quenching experiments will be described. 
In the Conclusions those questions are pointed out where Monte Carlo methods still can give 
only rather unsatisfactory answers, such as equilibrium properties of strongly disordered 
systems. 0 1985 Academic Press, Inc. 

1. INTR~DLJCTI~N 

When the Monte Carlo method was introduced into the field of statistical ther- 
modynamics by Metropolis, Rosenbluth and Teller [l], more than thirty years 
ago, a study of a phase transition was already involved: computing the equation of 
state of a system of hard disks, a transition from a fluid to a solid phase is observed. 
Subsequently the method was applied to many other phase transition problems, 
including those occurring in lattice systems such as the Ising model [2, 31 or 
classical Heisenberg model [3] of magnetism. These early studies of lattice models 
showed rather clearly two main limitations of the method: (i) due to the finite size 
of the system both the location of a phase transition and the quantitative analysis 
of its properties are severely hampered. In fact, statistical mechanics tells us that the 
occurence of phase transitions is intimately linked to the thermodynamic limit, par- 
ticle number N-P co; in a finite system a phase transition in strict sense cannot 
occur at all-any singularities associated with the transition in the infinite system 
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(jump singularities of extensive thermodynamic quantities and latent heat at first- 
order phase transitions; singular specific heat and order parameter susceptibility at 
second-order transitions) are washed out in the finite system. (ii) Due to the fact 
that one generates subsequent “microstates” of the system one from the other via a 
Markov process, these subsequent configurations are “dynamically correlated” with 
each other. These “dynamic correlations” increase dramatically near a phase trans- 
ition, and make an extensive sampling necessary even for reaching a modest 
accuracy of the quantities of interest. Of course, these “dynamic correlations” need 
not at all be related to the intrinsic dynamical behavior the considered model might 
have; the Monte Carlo method can be viewed as a numerical realization of a master 
equation, which sometimes-but by no means always-is a reasonable represen- 
tation of the dynamics of the considered model [4]. While this aspect of the 
method allows one to study the dynamics of some models of nonequilibrium 
statistical thermodynamics, it often prevents one from reaching the desired 
accuracy. 

These limitations are by no means restricted to lattice systems; in fact, the recent 
controversy about whether simulations of 2-dimensional melting [S] exhibit a first- 
order transition or two second-order transitions with the so-called hexatic phase in 
between, as suggested by some theoretical treatments [6], shows that even the 
problem studied already by Metropolis et ~2. [l] is not yet clarified. But this review 
will restrict attention to lattice systems, because only in this area have the above 
two limitations been considered in great detail; in fact, the quantitative study of 
finite-size rounding of singularities at phase transitions has become a computational 
tool for an analysis of the transition of the infinite system. Although there are many 
topics in the simulation of classical fluids (for reviews of the truly abundant 
literature in this field see [7-l 1 ] ), where finite-size effects play little r&e, the 
present considerations should apply to phase transitions in such off-lattice systems 
as well (e.g., gas-liquid transition, unmixing in binary fluids, melting, solid-solid 
phase transformations, superionic conductors, etc.). 

The main theme of this article hence is the understanding of finite-size effects and 
finite “observation-time” limitations, or expressed from a somewhat different point 
of view, an analysis of the relevant length scales and relevant “time” scales for a 
given problem. Consideration of these scales is absolutely essential for the 
judgement of the computational needs of a given problem: while in the extreme case 
some problems are even simple enough so that they even can be treated on 
minicomputers [12, 131, for other problems one needs to resort to extremely high- 
speed special purpose processors [ 1417]-and maybe even these machines are yet 
too limited in their computational power to answer certain questions, as we shall 
discuss below. Fortunately, there exists a large class of problems which can be 
treated in an effective way on recent high-speed general purpose computers, as they 
are typically available for scientific use. 

An area which has seen remarkable recent progress but which is not covered in 
the present article is the Monte Carlo simulation of quantum-mechanical lattice 
systems, such as the quantum Heisenberg model and related models (e.g., [ 18-261). 
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Some aspects of the present review, such as finite-size effects and finite-size scaling, 
are also useful for work on quantum problems, however (see, e.g., [24]). Another 
disclaimer is in order at the end of this introduction: no attempt is made to give a 
complete list of various applications (extensive reviews can be found in [27,28]). 
In addition, we shall not discuss the explicit implication of computer codes and 
special techniques which can save memory and speed up a program, such as multi- 
spin-coding (for descriptions of this technique see [29-341) or the “n-fold way” 
which is useful for simulations at very low temperatures (see [35-373). Thus the 
present article does not discuss how Monte Carlo programs are written, but rather 
how results obtained with such programs are appropriately analyzed and inter- 
preted. 

In Section 2, we shall briefly review the general theoretical background on the 
Monte Carlo method (more detailed accounts are found in [7, 8, 27, 281, for 
instance). Section 3 will be devoted to a discussion of finite size effects in terms of 
finite size scaling theories, which will be exposed both for second-order and for 
first-order transitions. Other types of finite-size effects will also be mentioned 
briefly. Section 4 then discusses some aspects pertinent to the simulation of systems 
containing surfaces or interfaces, and related questions such as estimation of the 
interfacial free energy. The problem of sampling the bulk free energy or entropy is 
discussed in Section 5. 

The last two sections of this article deal with applications to dynamic properties: 
as an example for the study of the dynamics of fluctuations in equilibrium states, we 
shall discuss studies of diffusion in lattice gases, where one wishes to determine both 
self-diffusion constants and collective diffusion constants, in Section 6. As an exam- 
ple for the study of the dynamics of far-from-equilibrium systems, Section 7 dis- 
cusses the kinetics of ordering and domain formation in systems undergoing order- 
disorder phase transitions. Finally Section 8 summarizes our conclusions and also 
discusses some questions where Monte Carlo methods still can give only very 
limited results, such as the random-field Ising problem or the question whether 
short-range spin glasses in three dimensions have a phase transition at nonzero 
temperature. 

Although this article emphasizes Monte Carlo studies of phase transitions, it will 
not present an exposition of Monte Carlo renormalization group techniques: these 
very useful techniques have recently been brilliantly reviewed elsewhere [38]; in 
addition, an adequate description of them requires some background about the 
renormalization group in general, which is beyond the scope of the present article. 

2. COMPUTATION OF STATIC AVERAGES BY IMPORTANCE SAMPLING 
MONTE CARLO METHODS 

We consider a system of N particles which can exist at the sites i of a d-dimen- 
sional lattice of linear dimension L at a temperature T. Other intensive ther- 
modynamic variables may be specified in addition: e.g., for magnetic systems we 
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may have an applied magnetic field H or a staggered field H, which has a different 
sign at different sublattices, or local fields which act at certain sites only, or on the 
surfaces of the system when we deal with the simulation of a system with (some) 
free boundaries. This point already illustrates one advantage of the Monte Carlo 
“computer experiment” as compared to a real laboratory experiment: one may 
study the effect of “fields” which may have a significance in theoretical treatments, 
but are not accessible in the laboratory. 

Each of the particles now is described by a set of dynamical variables (cli} 
representing its degrees of freedom.‘In order to give some specific examples we men- 
tion some of the most commonly studied models, which also will serve later in this 
article to illustrate the points made there: the lattice gas model is characterized by 
an occupation variable ci which just may take two values only, ci = 1 if the lattice 
site i is taken by a particle, and c, = 0 if it is empty. Double occupancy of lattice 
sites is forbidden. Thus a typical Hamiltonian XLG for such a model is 

where E is a binding energy to the lattice site, dti a pairwise interaction parameter, 
#iik a triplet interaction parameter, etc. This example already leads us to discuss the 
freedom of the choice in the statistical ensemble: the model as it stands is specified 
by the thermodynamic variables volume V= Ld (for simplicity we shall take the lat- 
tice as cubic and measure lengths in units of the lattice spacing; but the 
generalization to other lattices should be obvious), the particle number N, and the 
temperature T. This is the canonical ensemble. Instead we might like to work in the 
grand-canonical ensemble, where instead of N the conjugate thermodynamic 
variable, the chemical potential p, is specified; or we might work in the 
microcanonical ensemble, where N is kept but T is replaced by the internal energy 
of the system (for recent studies applying this latter ensemble see [39]). Of course, 
it is well known that in the thermodynamic limit N -+ 00, these various ensembles 
yield equivalent results. This is not true for finite systems, however, some finite size 
effects are different in different ensembles [40]. 

Thus the question arises, which is the most appropriate ensemble to choose for a 
Monte Carlo calculation. Of course, there is no general answer to this question. 
Since the fact that any extensive thermodynamic variable is kept constant implies 
that long-wave length fluctuations of the associated density of that variable are 
slowly relaxing, the approach towards equilibrium typically is quickest in the 
grand-canonical ensemble containing intensive thermodynamic variables as its 
parameters only. 

However, the choice of the canonical ensemble may be more convenient when for 
some reason one wishes to strictly suppress the fluctuation of the particle number, 
(N2)T- <N>;> which would be present in the grand-canonical ensemble. The 
choice of the canonical ensemble is also necessary when we wish to study 
coexistence between two different phases: in a finite system, the interfacial con- 
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tribution to the energy of such states is important [41], and therefore in the 
equivalent grand-canonical simulation such states occur with very low probability 
only [42]. We shall return to such questions in Section 4. At this point, we only 
mention that sometimes it even is advantageous to change the ensemble during the 
simulation itself: for the simulation of diffusion in lattice gases (see Sect. 6 and 
[43]) one may first produce an equilibrium state at the desired temperature by a 
grand-canonical simulation, and use then configurations typical for that state as the 
initial configuration for the run simulating the diffusion process (for which 
necessarily the particle number must be kept constant). Another situation where 
only a canonical ensemble is applicable is encountered when the simulated objects 
are large and take many lattice sites: this happens for instance in the simulation of 
dense polymer systems, where each polymer chain is represented by a self-avoiding 
walk on the lattice. 

The other models which will frequently be mentioned in this article are models of 
magnetic systems, where a spin variable is associated to each lattice site. If this 
variable can take just two values, si= fl, we get the Ising model of magnetism 

~J= - C JiiSiSj- H C S;, (2) 
l#j I 

Jii being the exchange energy between spins at sites i and j, and H is a uniform 
magnetic field. As is well known, this model is isomorphic to the lattice gas model 
with pairwise interactions (see, e.g., [44]). If the spins are n-component (classical) 
unit vectors si = (s!, sf,..., s;), one gets the n-vector model 

is?= - 1 JljSi.Sj-~Cs;; 
i#j I 

for IZ = 2 this model also is called XY model, for n = 3, Heisenberg model. Of 
course, this list of lattice models by no means is exhaustive (for lattice models of 
molecular crystals or liquid crystals the local degree of freedom is neither a scalar 
nor a vector, but rather a tensor of second rank, etc.); we have here just introduced 
those models which later on will be used as examples to illustrate more general 
points. 

The set of dynamical variables of the chosen model then defines the phase space, 
which contributes to the thermal averages. Denoting a phase space point as X = 
{ aI, a2,..., a,,,}, the average of an observable A(X) in the canonical ensemble takes 
the well-known form 

Z=l dX exp[ -Z(X)/ksT], (4b) R 

where 52 denotes the volume of phase space, and k, denotes Boltzmann’s constant. 
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In cases where the cli can take discrete variables only, the integrals stand sym- 
bolically for the respective sums. 

The basic idea of the Monte Carlo method now is to calculate the phase space 
integrals in Eq. (4) numerically, by a sampling technique where one chooses M 
points X, at random in order to approximate these integrals by corresponding sums 
over these points. It is well known, however, that the probability distribution 
p(X) = (l/Z) exp[ -%(X)/kgT] has a very sharp peak in that region of phase 
space where all extensive variables ,4(X) are close to their averages values (A ): this 
peak may be approximated [45] by a gaussian centered at (A), with a relative 
halfwidth of order l/@ only. Hence for a practical useful method one cannot sam- 
ple the phase space uniformly (“simple random sampling” method [27, 28]), but 
the points X, must be chosen preferentially from the important region of phase 
space, the vicinity of the peak of this probability distribution. This goal is achieved 
by the importance sampling Monte Carlo method first introduced by Metropolis 
et al. [ 11. Starting from some initial configuration X, , one constructs a Markov 
process which is defined in terms of a transition probability W(X, --t X$), and hence 
one creates a “random walk” through phase space. The idea of that method is to 
choose W(X + X’) such that the probability with which a point X is chosen in this 
process converges towards the canonical probability P,,(X) = (l/Z) 
exp[ - %(X)/kB r] in the limit M + co. A condition sufftcient to ensure this con- 
vergence is the principle of detailed balance, 

P,,(X) W(X -+ X’) = l&(X’) W(X’ --f X). (5) 

Less restrictive conditions for the transition probability are considered in [2, 7, 46, 
471, but will not be discussed here. For a justification that Eq. (5) actually yields 
this desired convergence we also refer to the literature [l, 2, 7, 8, 27, 28, 46, 473. 
Here we only note that in this importance sampling technique the average Eq. (4) is 
estimated in terms of a simple arithmetic average, 

A= l/(M-M,) f .4(X,). 
y=MO+l 

(6) 

Here we have already anticipated that it is advantageous to eliminate the residual 
influence of the initial configuration X, by eliminating an appropriate number M, 
of states from the average. 

What is now meant in practice by the transition X -+X’? Again there is no 
general answer to this question, the choice of the process may depend both on the 
model under consideration, and the purpose of the simulation. Since Eq. (5) implies 
that 

W(X -+X’) 
W(X’ + X) 

= exp( -6X/k, T), 
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where 6%’ is the energy change brought about by the move from X to X’, it clearly 
is necessary to consider small changes of the state X only: otherwise the absolute 
value of the energy change (&%?I would be rather large and either W(X +X’) or 
W(X’ + X) would be extremely small. Then it would be almost always forbidden to 
actually carry out the corresponding move, and the procedure would be poorly 
convergent. Thus, in the lattice gas model at constant particle number, a transition 
X +X’ consists of moving just one particle to a (randomly chosen) neighboring 
site, rather than moving a larger number of particles simultaneously, although in 
principle that would be possible. In the lattice gas model at constant chemical 
potential, one removes (or adds) just one particle at a time, which is the isomorphic 
process to single spin-flips in the Ising model. One has more freedom in choosing 
the move X + X’ if the local degrees of freedom are continuous variables, of course. 
For instance, in the classical XY model the local degree of freedom is the angle (pi 
between spin direction at site i and the x-axis. Then the transition X + X’ may con- 
sist of a change of (pi to a value cpi = (pi + ‘1 dq, where q is a random number 
uniformly distributed between - 1 and + 1. The step parameter ~CQ is arbitrary, but 
is conveniently chosen such that, on the average, the transition probability is one 
half (or nearly so). 

Another arbitrariness concerns the order in which the particles are selected for 
considering a move. Often one chooses to select them in the order of their labels (in 
a simulation of a fluid or lattice gas at constant particle number) or to go in a 
regular way through the lattice (in the case of spin models, for instance). An often 
used alternative is to go at random through the lattice sites (or particle numbers, 
respectively). The latter procedure is somewhat more time-consuming, but it is a 
more faithful representation of a dynamic time evolution of the model described by 
a master equation (see Sect. 6). 

Finally we have to discuss the arbitrariness in the choice of the transition 
probability W(X -+X’) itself. The choice originally supported by Metropolis et al. 
[l] is 

W(X + X’) = exp( -&P/k, T) if 6x> 0, 

=l else. 
(8) 

An alternative choice, which is that commonly used in the context of kinetic Ising 
models [48], is 

W(X+X’)=exp(-dZ/k,T)/[l+exp(-&%‘/k,T)]. (9) 

In an Ising model, the choice Eq. (9) is identical to the so-called “heatbath”-method 
[49]: in this method one assigns the new value cr,! of the local degree of freedom in 
the move from X to X’ irrespective of what the old value ai was. One thereby con- 
siders the local energy %(crl) and chooses the state ai with probability 
ewC-&~~:)/kBTl/C~,;~ ewC-%&‘YkJl. 
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The practical efficiency of the Metropolis method and the heatbath method have 
been compared both for the case of kinetic Ising models [SO] and for the case of 
lattice gauge theories [Sl]; in these cases the efficiency was roughly comparable. 

It remains to outline the algorithm which realizes the Markov chain with a 
chosen transition probability W(X +X’). What is done at each step of the 
procedure is to perform a trial move cli -V a:, compute W(X -+ X’) for this trial move 
and compare it with a random number q, which is uniformly distributed in the 
interval 0 < q < 1. If W < r the trial move is rejected, and the old state (with c(;) is 
counted once more in the average, Eq. (6). Then another trial is made. If W > q, on 
the other hand, the trial move is accepted and the new conliguration thus generated 
is taken into account in the average, Eq. (6). It serves then also as a starting point 
of the next step. 

Since subsequent states X, in this Markov chain differ by the coordinate CQ of one 
particle only (if they differ at all), they are highly correlated. Therefore it is not 
straightforward to estimate the error of the average, Eq. (6). Let us assume for the 
moment that after n steps these correlations have died out. Then we may estimate 
the statistical error 6A of the estimate A from the standard formula. 

(&4)2= * 

m+pJ-I 

1 [A(X,)-A12, mB-1, 
m(m- 1) vc=uo 

(10) 

where the integers pO, p, m are defined such that m = (M- Mo)/n and pLg labels the 
state y = M, + 1 {cf., Eq. (6)}, p = p0 + 1 labels the state y = M,, + 1 + n, etc. Then 
also A for consistency should be taken as 2 = (l/m) C;=+,y- ’ A(X,). 

It is not always easy to estimate the number of configurations M0 after which the 
correlation to the initial state X, which typically is a state far from equilibrium, has 
died out, nor is it easy to estimate n. A formal answer to this problem can be given 
in terms of relaxation times of the associated master equation describing the Monte 
Carlo process [4, 36, 471, see Section 6. 

A final comment emerges when we compare the canonical average, Eq. (4), with 
our estimate 2, Eq. (6): While the normalization factor l/Z in Eq. (4a) yields free 
energy F and entropy S via the standard thermodynamic relations 

F= -k,Tln Z, S=(U-F)/T, (11) 

U being the internal energy, the normalization factor in Eq. (6) is simply the num- 
ber of configurations sampled. While U can straightforwardly be obtained by an 
average of the Hamiltonian itself, U = (2 ) x $‘, the information on F and hence S 
is lost. We return to this problem in Section 5. 

3. FINITE SIZE EFFECTS AND FINITE SIZE SCALING 

As the simplest example of a system undergoing a second-order phase transition, 
we consider the transition of the Ising model from a paramagnetic state above the 
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critical temperature T, to a state with nonzero “spontaneous magnetization” 
( f IM,,] for zero applied field H) below T,. It is well known, of course, that this 
spontaneous symmetry breaking can occur in the thermodynamic limit only: for a 
finite system, there is always a nonzero probability that the system may pass from a 
state near + IM,,,I to a state near - )Mspl, as well as in the opposite direction, and 
therefore we have for the magnetization A4 for all (nonzero) temperatures 

NT, H=O)=& ,$ (s~)~,~=,,=o, 
r=l 

(12) 

irrespective of the value of N. In fact, the correct procedure for defining the order 
parameter MSP is to consider M(T, H) in nonzero field, taking first the ther- 
modynamic limit N -+ co, and then letting H tend to zero, 

M,, = Jim0 jima M( T, H). (13) * + 

Of course, it would be rather tedious to try this double limiting procedure with 
results from Monte Carlo calculations, and hence this is done only for exceptional 
cases (e.g., [52]). In practical calculations for Ising systems below T, but not too 
close to the critical point, one finds that a magnetization +M (or -M, respec- 
tively, depending on the initial condition) is sufficiently metastable for long obser- 
vation times, and hence one can obtain estimates with a reasonable accuracy [SO]. 
However, even above T, a small magnetization typically will be found due to fluc- 
tuations, which in a finite system observed over a finite “time” have not completely 
averaged to zero; rather one will find a value + 6M, where 6M depends on both the 
size of the system and the “time” (length of the simulation run). Similarly, below T, 
the magnetization will fluctuate in a regime & (M + 6M), and one cannot make 6M 
arbitrarily small by making the “time” larger and larger: if the time becomes of the 
order of the “ergodic time,” which is the “time” needed to observe transitions from 
+M to -M or vice versa, one would start averaging the magnetization to zero. 
This situation becomes particularly cumbersome near the critical point, where M 
itself strongly decreases, while the fluctuations SM increase until they ultimately 
become comparable with M itself. 

To avoid these problems, one often only relies on observing the root mean 
square order parameter [3], 

In particular, this has to be done in isotropic spin systems where one has a vector 
order parameter Msp, whose orientation is not even metastable but rather one 
observes a sort of “rotational diffusion” of the unit vector along M,, [53]. Of 
course, the trouble with the definition Eq. (14) is that in a finite system it is nonzero 
at all temperatures-even at infinite temperature, where (SjSj) = a,, one still 
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obtains M,,, = l/fi [3]. At finite temperatures above T,, where the correlations 
( Si Sj) T may be slowly decaying, M,,, even is much larger. If we restrict ourselves 
to periodic boundary conditions (for a discussion of various boundary conditions 
see, e.g., C361h (SiSj>, is translationally invariant and hence M,, = 
,,&Y= I ( SiSj) JN. It is interesting to consider this expression at the critical point 
itself [ 54). Assuming that the correlation function behaves there qualitatively in the 
same way as in the infinite system (for distances I between i and j less than L/2), 

(S,S,),K r-(d-2+q’, (15) 

where q is the critical exponent describing the decay of correlations at criticality 
(see, e.g., [SS]), one obtains [54] 

f (SiSj),cc jwz 
1=1 0 

rd-’ dr(SiSi),cc joL’*rl-“dr cc L=-“. 

This estimate yields for the size-dependence of the root mean square magnetization 
1541 

M,,, cc JF-- K L-BiV=N-Bjdv=N-1/(6+1) 
3 (17) 

where we have used the scaling laws involving the exponents /3, v, 6 of order 
parameter, correlation length, and critical isotherm [ 551, (d - 2 + q) v = 2fi, 
dv = fl(S + 1). In an Ising model, 6 = 3 for dimensionalities da 4, while 6 x 5 for 
d = 3 and 6 = 15 for d = 2 [55,56]. Thus one finds that the critical behavior of the 
considered model shows up in the finite size effects, and hence it is difficult to 
extrapolate Monte Carlo results taken for finite lattice sizes to the thermodynamic 
limit. 

This problem of finite size effects at phase transitions has found widespread atten- 
tion in the literature [54, 57-791. Finite size effects at second-order phase trans- 
itions are described in terms of the Fisher [59] finite-size scaling theory. This 
theory has been checked by Monte Carlo calculations for various models and found 
to give a satisfactory description even for rather small systems already [61-641. 
This theory now has become a powerful tool for the study of critical phenomena 
C651. 

We expose this theory here emphasizing a description in terms of the probability 
distribution of the order parameter (in an Ising ferromagnet the magnetization) 
[66]. For temperatures T above T, and linear dimensions L much larger than the 
correlation length 5 of order parameter fluctuations this distribution should be a 
gaussian, 

PL(s) = Ld12(2zk, TxcL,)- IJ2 exp[ -s2Ld/(2k, TX&], T> T,, N=O. (18) 
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The “susceptibility” xCLJ defined in Eq. (18) from the halfwidth of the distribution 
should smoothly tend towards the susceptibility x of the infinite system as L + co. 
For T-c T, but again LB 5 the distribution is peaked at values &ML near +-M,,; 
near those peaks again a description in terms of gaussians is appropriate (while a 
different behavior applies near s = 0 [66,42]), 

LdP 
pL(s) = &k, TxcLj)‘/’ 

(s - ML)2 Ld 
- 2k, TqL, 1 

T-CT,, H=O. (19) 

The small value of P,(sxO) measures the probability that the system moves from 
the region near + M, to the region near - M, ; since the observation time needed 
to see such transitions increases with L as P,(s = ML)/PL(s = 0), it is clear that for 
large enough L one does not observe such transitions for physically reasonable 
observation times. Hence one does then not sample the full symmetric distribution, 
Eq. (19) for which (~)~=j-~ + a, sP,(s) ds = 0, but rather only one half of it, e.g., for 
s positive 

When Eq. (19) is an accurate description of the actual distribution, the restricted 
average (s); coincides with the peak position M,. From this consideration it is 
obvious that M,, can be estimated from any of the following limits 

Of course, these relations are more convenient than Eq. (13). Similarly the suscep- 
tibility can be estimated both from the fluctuationdissipation relation (relating it 
to magnetization fluctuations), and the halfwidths, As or heights of the peaks: 

(s2) Ld 
Let k,T = 

lim G2(0) Ld (As)~ Ld 
~-+a 2xk,T 

= lim 
L+~ 8k,Tln 2=” 

T> T,, (22) 

or 

L-a~T((s2)-(lsl)2)Ld=~llrr lim 
P,2(ML) Ld 

= lim 
(As)* Ld 

8zk, T L+m 8k,Tln2=X’ 
T< T,. 

B 

(23) 

Since often L is not very much larger than < and then PL(s) is described by Eqs. 
(18), (19) only approximately, the quantities ML, ( Is~)~, (s’)z/’ may deviate dis- 
tinctly from each other (and from M,,); similar deviations occur for the various 
quantities in Eqs. (22) (23) relating to the susceptibility. It is then useful to perform 
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several of the extrapolations suggested by Eqs. (21)-(23) simultaneously. An exam- 
ple is given in Fig. 1 [79], where the various system sizes simply were obtained by 
dividing one large system (of size 243) into subsystems of sizes 23, 33, 43, 63, and S3. 
Such a division into subsystems [73] is very convenient: one obtains information 
on size effects in a single run! A study of subsystems is also useful when one per- 
forms calculations where an extensive thermodynamic variable rather than the con- 
jugate intensive quantity is kept constant as an independent variable. Here this 
would be the magnetization s: one would then no longer be able to estimate x from 
any of the relations Eqs. (22), (23) for the total system. Since in subsystems s is not 
fixed, however, Eqs. (22), (23) then could still be applied. This point might be 
useful for Monte Carlo calculations of fluids and fluid mixtures, where typically the 
particle number (and the concentration, respectively) are held fixed. The 
corresponding response functions analogous to x for these systems could then be 
found from the distribution functions of density (or concentration, respectively) in 
subsystems. 

Equations (18), (19) should hold for L>>(. However, in a practical calculation 5 
often is not known, and it is quite cumbersome to calculate it from studying the 
decay of the correlation function (SiSj) wth distance. It is much easier to check 
the gaussian nature of the distribution by calculating the fourth-order cumulant U, 
[66] (or the equivalent quantity g, = -3UL which is called the “renormalized 
coupling constant” [71, 73, 161) 

..=l-gg. 
L 

Symbol Quantity 

0.65 - o SIllOX kBT=4425 P l aLJ /’ 
0.60 - x 4sr; 9’ 

(24) 

FIG. 1. Estimates of the spontaneous magnetization of the 3-dimensional Ising model with nearest- 
neighbor interaction on the simple cubic lattice at a temperature k,T/J= 4.425 below criticality 
(k,T,.=4.51), as obtained from extrapolating the size dependence of the maximum (s,,,) and the 
moments <s’>~ and ((s] )L towards L-r -0, for subsystems of a system of linear dimension 24 
(estimate of the magnetization of the total system is denoted as MN). From [79]. 
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For T > T, and L 9 <, UL decreases towards zero as UL cc L-d [66]. For T < T, and 
Lp r, UL tends to U, = f. For L+ 5, on the other hand, U, varies only weakly 
with temperature and linear dimension, it stays close to the (universal but non- 
trivial) “fixed-point”-value U*. 

This behavior of the cumulant makes it rather suitable for obtaining estimates of 
T, itself which are not biased by any assumptions about critical exponents [66]. 
One may plot U, and U,, with L’ = bL, b > 1, versus temperature and may 
estimate T, from the temperature where these curves intersect. Extrapolation of 
these intersection points to L + cc yields an estimate for T, in the 3-dimensional 
Ising model which is competitive in accuracy with the most extensive series expan- 
sion estimates available [16], J/k, T, = 0.221650( f 5). 

Figure 2 presents two nontrivial examples where this method was applied: in part 
A, Ul, is plotted vs U, for the 2-dimensional XY model with and without cubic 
anisotropy [77]. Without anisotropy this system undergoes a Kosterlitz-Thouless 
transition [80] to a state without order parameter, but a power-law decay of 
correlation throughout the “ordered” phase. There the exponent q changes 
gradually with temperature. Thus T, can be viewed as the endpoint of a line of 
critical points. Plotting UL as a function of UL, the curve VL( U,) should just coin- 
cide with the diagonal in this regime, and this behavior is indeed found (Fig. 2A). If 
the fourfold anisotropy is added, on the other hand, an ordinary ordered phase is 
restored [8la] since then U” > U, in the ordered phase, T, is found from the inter- 
section of the curve vl, (U,) with the diagonal. Thus it is evident that a study of 
this “renormalized coupling constant” by Monte Carlo methods can reveal subtle 

FIG. 2. (A) Cumulant U*,, plotted vs Us for the 2-dimensional nearest-neighbor Ising model (full 
curve) and the Zdimensional XI’ model where a term -h, C[(S;)4 + (Sj’)4] has been added. Several 
choices of the symmetry-breaking field h4 are shown. From [77 J. (B) Cumulant U,s plotted vs Us for 
the 2-dimerrsional ferromagnetic 6-state vector Potts model [Eq. (231. Temperature k,T/J is a 
parameter of the curve. Note that two nontrivial phase transitions occur where the curve intersects (or 
touches, respectively) the diagonal with cILf = U, = CJ* < 3. Insert shows the expected behavior when the 
phase at intermediate temperature is Kosterlitz-Thouless-like. From [78]. 
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questions about phase transitions, at least in favorable cases. Related ideas of 
Monte Carlo renormalization have also been applied to the square XY model by 
Miyashita [81b]. It must be emphasized at this point that not always can one infer 
straightforwardly the phase structure of the infinite system from such studies of very 
small systems. As an example, Fig. 2B presents the cumulant plot for the 6-state 
vector Potts model [81a], whose Hamiltonian is 

(25) 

(q = 6 in our case.) This model should undergo two transitions [81]: at T, it 
should have a Kosterlitz-Thouless transition to a phase with powerlaw decay of 
correlations, while at T1 < T2 a transition to a state with conventional long-range 
order should occur. The numerical data [78], Fig. 2B, do indicate two successive 
transitions, but the phase for T, < T < T2 has the property U,, > U, rather than the 
expected behavior U,, = UL (as indicated in the insert). Probably in this case the 
lattice sizes are too small to allow for definitive conclusions about the nature of the 
phases. But even in this case the method seems capable of locating the critical 
points even more accurately than a Monte Carlo renormalization group method 
[82a]. 

Equations (18), (19) only apply in the regime where L % 5. The behavior for L 5 5 
can be understood by the finite-size scaling theory [59] which we formulate here 
also for the distribution function PL(s) [66]. The key idea is that PL(s) =f(L, 5, s) 
does not depend separately on the three variables L, S, and t-which expresses the 
temperature-dependence via <cc 11 - T/T,.1 -“--but only two combinations L/t, @/” 
should enter (apart from a power-law prefactor which trivially ensures the nor- 
malization l’z ds PL(s) = l), 

PL(S) =f(L, 5, s) = [B’“P(L/& @“). 

This “ansatz” is analogous to the scaling assumption for the singular part of the free 
energy [55], scD’” being the analog of MtB’“, 

Fslng( T, M) = 5 - (* - ““‘f( ~{@l”), (27) 

where c( is the specific heat exponent and f the appropriate scaling function. The 
scaling function P for PL(s) contains the additional variable L/t which expresses 
the idea that the linear dimension L should scale with the correlation length 5. We 
now rewrite Eq. (26) using sLBiv as a variable instead of s<fi’” (the function P then 
changes to another scaling function P), 

PL(S) = LW(L/& SLBl”) 7 L+ ~0, 5 --f co, L/c finite. (28) 
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Now it is easy to derive the finite-size scaling relations for the moments of the dis- 
tribution, 

(ISl)L = L-%l(L/() 9 (294 

x(L, T) = LdKs2L- (14 >WBTc= L”‘fW5)~ Pb) 

(29~) 

One immediately finds that the order parameter at criticality behaves as (1.~1 )L~ 
Ldp/', consistent with our previous result Eq. (17). While in the infinite system the 
susceptibility would diverge as ~(co, T)cc 11 - T/T,1 -y, in the finite system this 
divergence is rounded off to a finite value, x(L, T,)cc Ly'". This “finite-size rounding” 
of critical anomalies is again a consequence of the fact that phase transitions, 
strictly speaking, can occur in the thermodynamic limit only. 

Equations (28), (29) are a justification for several methods to study critical 
properties on the basis of Monte Carlo results for finite systems: 

(1) “Data collapsing” [61-64, 70, 75, 761: Studying, for instance, the suscep- 
tibility x(L, T) for T> T, and various L, we have a family of curves. Dividing x by 
a factor L"'" and the reduced temperature ( 1 - T/T,1 by a factor L-l/", the family of 
curves should “collapse” on a single curve, the scaling function. The disadvantage of 
this method is that one tries to tit three parameters simultaneously namely T,, y, 
and v. In addition, one often has to include Monte Carlo “data” for which neither L 
nor 4 are very large: hence systematic corrections to the asymptotic finite-size scal- 
ing expressions, Eqs. (28), (29) occur. These corrections may prevent complete 
superposition of the curves; moreover the best “lit” may be obtained for estimates y, 
v, T, being systematically off their true values. Hence the actual accuracy of the 
method is somewhat hard to ascertain. Nevertheless it has yielded a variety of 
useful results (e.g., [75, 761). As an example we present recent work [70] on the 
susceptibility of the 2-dimensional Ising model at criticality studied as function of 
the magnetic field, Fig. 3A: in the infinite system, there should be a divergence 
20~ Hpy'@+ ?) and again in the finite system this divergence is rounded off. 
Replotting in Fig. 3B xJLy" versus the scaled field HL(y+B)'y, all curves indeed 
nicely collapse onto a single function, within the statistical error of these Monte 
Carlo data. Since for the 2-dimensional Ising model the critical point (T,, H = 0) as 
well as the exponents (y= i, p= $, v= 1) are exactly known [56], there are no 
adjustable parameters whatsoever. Thus the success of this scaling description of the 
finite-size rounding of the susceptibility peak is quite remarkable. 

(2) “Cumulant method” [66, 73, 77, 791 (sometimes also referred to as 
“Monte Carlo coarse graining”.) In this method one estimates the slope of the 
function UbL (U,) at the intersection point U*, using Eq. (29~) to derive 

1 wab,/aud -= 
V lnb (/*’ (30) 
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FIG. 3. (A) Susceptibility of 2-dimensional nearest-neighbor Ising square lattices at k,T,/J( -2.269) 
plotted vs magnetic field for various L. (B) Same data as in Fig. 3A replotted as scaled susceptibility vs 
scaled field. From [70]. 

Equation (29b) then yields 

Y/V = lnCx(WT,.YxW, T,.)l/ln b. (31) 

One advantage of this method is that T,. and the exponents are estimated in an 
independent way; in addition one can analyze systematic errors due to corrections 
to scaling. Such corrections at T,. to leading order are additive terms with less 
strongly divergent exponents, 

x(L, T,.) = L?‘“~(O)[l + ~corTL--corr + . . .], (32) 

x co’1 being another amplitude factor and x,,, the leading correction exponent. 
Unfortunately, careful work on the Ising special purpose processor [ 161 has 
revealed that for the 3-dimensional Ising model the asymptotic regime where 
Eq. (32) is valid is only reached for linear dimensions L exceeding 24 lattice 
spacings! If one works in this asymptotic regime, then Eq. (31) is replaced by 

l/in 

b, one 
obtains for each L a different curve, which for (In b)-’ + 0 must extrapolate 
linearly to the same value of y/v. Unfortunately, extremely good statistical accuracy 
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is required to carry this procedure out. Landau and Binder 1751 show that 
exponent estimates are obtained with an accuracy comparable to the Monte Carlo 
renormalization group method 1381, but the latter technique seems to require less 
statistical effort. This is also the conclusion of recent Monte Carlo renormalization 
group work on the 3-dimensional Ising model [82b]. 

(3) “Phenomenological renormalization” [83]. This technique is also based 
on Eq. (29b), one studies the temperature dependence of the functions (P~,~,( T) and 
cpL,,L,,( T), 

(34) 

At T, the function (P~,~,(T) should yield y/v (cf., Eq. (31)). Hence the functions 
(P~,~,( T) and v~,,~,,( T) should intersect at T,.; from this intersection point one can 
read off both an estimate for T, and an estimate for y/v. This method has been 
applied successfully [83] to the 2-dimensional ANNNI-model, where a transition 
to an incommensurate floating phase occurs (this transition also is expected to be 
of the Kosterlitz-Thouless type [SO]). In this case it is the wavevector-dependent 
susceptibility x(L, q, T) for which Eq. (34) has to be applied, and one has to vary q 
to find also the critical wavevector of the incommensurate modulation. This method 
also requires a rather large statistical effort, since one needs very accurate results for 
three different lattice sizes to obtain just one estimate for T, and y/v, and in prin- 
ciple one should repeat this analysis for several L to perform the extrapolation 
towards L -+ co. 

The finite-size scaling theory described so far, where one scales the linear dimen- 
sion L with the correlation length 5, has the assumption of the hyperscaling relation 
between the critical exponents dv = y + 28 built into it [66, 721. Consequently, finite 
size scaling in this standard form does not hold when hyperscaling is violated, 
which happens, for instance, in systems above their marginal dimensionality where 
mean-field predictions for critical exponents become valid, e.g., for Ising models 
with d>4 [74]. Since the possibility has been raised that hyperscaling might be 
violated even for the 3-dimensional Ising model [71] (and for systems in the same 
universality class, such as gas-fluid critical points, critical unmixing points in binary 
mixtures, etc.), it is interesting to study size dependencies in the light of such a 
possible violation of finite-size scaling [16, 711. In order to achieve this goal, it is 
crucial, however, to establish what form of scaling replaces finite-size scaling in this 
more general situation. In [72] it was shown that for systems with periodic boun- 
dary conditions one still has a simple scaling form for the free energy of the finite 
system, 

fL = L --d&yUr + W, HLd’Y + B)/(Y + 289, t = (T- T,)/T,. (35) 

This form is of the same type as in the standard case, where Eq. (29) can be found 
by taking derivatives with respect to the field of the following free energy 

fL = L -“F( fL’/“, HL’Y + fi’l”), (36) 
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and invoking the hyperscaling relation ( (s)~ = -dfJaH, x(L, T) = -a2fJaH2}. 
In fact, if the hyperscaling relation is true, Eq. (35) simply reduces to Eq. (36). If it 
is not true, Eq. (35) tells us that the finite size rounding does not set in when L is of 
order 5, but rather L has to be compared with another length, the “thermal” length 
jK 1 t( -(Y + 28)/d 

A simple justification of this result (for a more detailed analysis see [72]) can 
once more be obtained from the probability distribution Eq. (19), noting that for 
large L, M,= Bt”, x(L)= Ct-? where B, C are amplitude factors, and hence the 
arguments of the exponential functions become 

(s&M,)~L~=(.s-~+B)~~~+~L~ (st-“+B)’ 

%J”xw, 2k, TC 
= 2k,TC (tLd”y+qy+p. (37) 

This result shows that indeed t scales with L4(v+p) as anticipated in Eq. (35). 
Assuming the temperature dependence enters via this thermal length only, Eq. (26) 
is replaced by 

PL(S) = +p(L/l, St-q = Ldfll’y+qqL//, sLdBI(y+28)), 

which is equivalent to Eq. (35). 

(38) 

These considerations have been checked by Monte Carlo calculations for the 
Sdimensional nearest-neighbor Ising model [ 721, where renormalization group 
theory predicts the mean-field exponents to be valid [84], fi = i, y = 1, v = 4, and 
k,T,./Jz8.77 [85]. Thus hyperscaling is strongly violated for d= 5. But Fig. 4A 
shows that the renormalized coupling g, at criticality indeed tends to constant 
“fixed point value, ” in contrast to the suggestion [16] that g,ccL-“, o being the 
“anomalous dimension” exponent. 

Or 

T/J 

FIG. 4. (A) Monte Carlo results for the renormalized coupling constant g, of the nearest-neighbor 
S-dimensional Ising lattices for various lattice sizes. Arrow shows the high-temperature series expansion 
for T, [SS]. (B) Same data replotted vs scaled temperature tL5j2. From [72]. 
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Figure 4B shows again evidence for scaling by “data collapsing,” using tL”* 
(Eq. (35)) rather than tL* (Eq. (36)) as the scaling variable. This example points 
towards another advantage of Monte Carlo calculations in general: one can work 
in arbitrary dimensionalities, which is crucial to test some theories, and of course 
never possible in laboratory experiments. 

Finally we turn to the finite-size effects at first-order phase transitions. In an 
infinite system a first-order transition is characterized by a delta-function 
singularity: e.g., if the transition is driven by temperature this singularity is the 
latent heat; in an Ising magnet, a first-order transition occurs for T < T, at H= 0 
driven by the field, and then we get a delta-function singularity in the susceptibility. 
In finite systems, of course, these delta-function singularities are again rounded off 
(Fig. 5A) [70]. One can understand this behavior most simply by generalizing 
Eq. (19) to include the dependence on magnetic field [70], 

PJs) = Ld’*(2nk, TX& - w exp( HML Ld/kB T) 
exp(HM, Ld/kB T) + exp( - HM, Ld/kB T) 

xexp - 
[ 

(s - M, - x&J)* Ld 
2ks TxcL, 1 

exp( - HM, Ld/kB T) 
’ exp(HM, Ld/kB T) + exp( - HM, L”/k, T) 

(s + M, -x&O* Ld 
2k, Txcr, 

This expression yields the magnetization as follows, 

(s),=xCL,H+M, tanh 

and the susceptibility becomes (see also [69]) 

am. x(K T,L)=~=x~L,+M:~~ cosh2(HM,Ld/k,T). 
B 

(39) 

(40) 

Equation (41) shows that the delta-function singularity, which occurs for H = 0 in 
the limit L + co, for finite L is smeared out into a peak of height proportional to Ld 
and of width AH proportional to L- d. Similarly, at a first-order transition driven 
by temperature the latent heat singularity of the specific heat will be smeared out, 
and one should observe a peak of height proportional to the volume Ld, with a 
width AT in temperature proportional to the inverse of the volume. 

It is important to realize, however, that these considerations apply only if one 
records the true equilibrium behavior of the system. For too short observation time 
one would observe a single-peak structure rather than the correct double-peak 
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FIG. 5. (A) Schematic variation of magnetization (s)~ in a finite king ferromagnet plotted vs 
magnetic field, as observed in thermal equilibrium (full curve) and in a Monte Carlo simulation with 
short enough observation time where metastable branches occur (dash-dotted curve). The behavior of 
the infinite system also is indicated. The spontaneous magnetization of the infinite system in denoted by 
kM,,, while the most probable value of the magnetization in the finite system at H=O is *ML. (B) 
Schematic probability distribution P&) of the magnetization s for two cases where the magnetization 
has values in between + ML (open circles in Fig. 5A). (C) Time evolution of the magnetization m(r) plot- 
ted vs observation time r (measured in Monte Carlo steps [MCS] per spin) in an Ising nearest-neighbor 
square lattice of linear dimension L = 6 with periodic boundary conditions at a temperature k, T/J = 2.1 
below T,, for three values of the field H. Estimates for (s)~ as obtained from time averages rir of m(r) 
are indicated by arrows. From [70]. 
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structure and the ordered state is even metastable in a weak field of opposite direc- 
tion in our example of the field-induced transition in an Ising magnet (Fig. 5). In 
fact, for using Eqs. (39)-(41) to analyze the Monte Carlo results the sampling time 
must be so large that many transitions back and forth between the two states have 
occurred (Fig. 5C), in order that one can estimate reliably the relative weight of the 
two peaks. In practice this happens only if either the transition is only weakly of 
first order, or one studies rather small systems. But the advantage of this lirst-prin- 
ciple method for the study of first-order phase transitions is that it yields unam- 
biguous information on both the location of the first-order transition (from the 
position of the peak which becomes a delta-function as L + co) and the magnitude 
of the jump (or area underneath the delta-function, respectively). In the present 
example of the Ising magnet with pairwise interactions this is no real problem, since 
by symmetry the transition must occur for H = 0. But already if a 3-spin interaction 
would be included, the transition no longer occurs for H = 0; similarly, the location 
of the transition is a problem already for Ising antiferromagnets in a field, etc. With 
rather short observation times one usually observes rather broad hysteresis loops. It 
is clear that there does not exist any “equal-area rule” and that the true transition 
cuts the loop into halfs of equal area: the actual extent of metastability of the two 
states observed in the simulation is mainly determined from kinetic considerations 
(of the associated master equation of the model, Sects. 6, 7) rather than by 
equilibrium thermodynamics. In fact, one does expect a pronounced asymmetry of 
the hysteresis if one of the two states is ordered but the other one disordered: 
usually the disordered state is metastable over a broader regime, because it takes a 
longer time to create a mono-domain ordered state out of an initially disordered 
one, rather than to destroy the ordered state by thermal fluctuations. 

Finally, Fig. 6 shows that the present method based on Eqs. (39)(41) actually 
works for the Ising model, at least at not too low temperatures. Although the 
rounding of the susceptibility peak (Fig. 6A) looks qualitatively similar to that 
observed at a second-order transition (Fig. 3A), the scaling plot of these data 
(Fig. 6B) agrees nicely with the explicit scaling function in Eq. (41), and clearly the 
size-dependence comes in only with trivial factors Ld and there are no other non- 
trivial exponents, as would occur in the finite size scaling at a second-order trans- 
ition (Fig. 3B). 

We can summarize these results about the finite-size rounding at phase trans- 
itions as follows: at a second-order transition, the rounding sets in when the 
correlation length 5 (if hyperscaling is valid) or the thermal length 1 (Eq. (35)) (if 
hyperscaling is not valid), become comparable with the linear dimension of the 
system. At a first-order transition, there is no diverging length, of course. There 
finite-size rounding becomes important on a scale of the typical relative mean- 
square fluctuation of the considered intensive variable (temperature, or-in our 
case-magnetic field) in a finite volume. This mean-square fluctuation is inversely 
proportional to the volume. We also remark that finite size scaling is a useful tool 
for the Monte Carlo study of dynamic critical phenomena, too. 

There are also other kinds of finite-size effects which may be important even 
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FIG. 6. (A) Susceptibility ~(ff, T, L) of Ising nearest-neighbor square lattices at k,T/J = 2.1 plotted 
vs magnetic field for various L. (B) Same data replotted in scaled form, x(H, T, L) plotted vs scaled field 
HL*/J. Arrow indicates the asymptotic value M$J/k,T calculated from the exact solution [%I. Dash- 
dotted curve is the scaling function of Eq. (41), where xIL) is omitted. From [70]. 

under conditions far away from phase transitions. One obvious point applies to 
cases where the system exhibits long-range order: then the linear dimension L must 
be commensurate with the long-range order; otherwise the ordered state would be 
distorted, for instance by creation of interfaces. Of course, this condition creates 
trouble if one deals with long period superstructures or even orderings which are 
incommensurate with the lattice. Such incommensurate orderings do occur even in 
simple Ising-type models, such as the axial-next-nearest-neighbor-Ising (ANNNI-) 
model, where along one lattice direction a ferromagnetic nearest-neighbor interac- 
tion competes with an antiferromagnetic next-nearest-neighbor interaction [86]. In 
such a case, it is necessary to perform a series of calculations with a series of 
neighboring large linear dimensions in the lattice direction where this incommen- 
surate modulation occurs. 

Another consequence of the finite size together with the periodic boundary con- 
dition is the discreteness of k-space: the only points in k-space where wave-vector 
dependent correlation functions can be studied are given by 

k,=$(v,, v2 ,..., v,), v1 ,..., vd= +l, k2 ,..., *I,, (42) 

where we again assumed a cubic system with all linear dimensions equal to L, of 
course. This discreteness of k-space is particularly cumbersome in studies of kinetic 
quantities, when one wishes to estimate transport coefficients (Sect. 6) or studies the 
kinetics of ordering (how Bragg peaks develop, Sect. 7) or unmixing processes 
[87]. Even for equilibrium properties, this discreteness of k-space matters when 
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there are important long-wavelength excitations which significantly would con- 
tribute to some thermodynamic properties of the system. For instance, in an 
Heisenberg ferromagnet below T, the spin-waves which have energies proportional 
to k2 for small k are known to give rise to a divergent susceptibility for H= 0 [SS]. 
Since the largest wavelength a spin-wave can have in a finite system is L, this 
divergence also is rounded off [89]. 

Another case where finite-size effects are very important occurs when the system 
for N + cc would correspond to a state within a 2-phase coexistence region. This 
happens in the study of fluids at constant density p, when either the temperature is 
below critical and p lies in between the densities of the gas branch and the liquid 
branch of the gas-liquid coexistence curve, or for densities in between the fluid den- 
sity at crystallization and the solid density at melting. It also happens in studies of 
binary alloys AB at constant relative concentration C,, which undergo unmixing 
transitions, if Cs lies in between the concentration values at the coexistence curves 
C&, CL:&. In the thermodynamic limit, the equilibrium state then consists of a 
macroscopic mixture of phases. Their relative amounts is given by the lever rule: 
e.g., for the mixture, the relative amount of phase 2 is given by [C, - C&]/ 
E2, - CC 1 and CC!, - Gl/CC,,,, c2) - Co) ] for phase 1. In a finite system, this cOex 
is not exactly true, since a nonnegligible fraction of the system then belongs to the 
interfacial region between the two phases-if the linear dimension is large enough 
to allow phase separation within the system at all. In addition, there will be a 
correction of relative order L-’ to the energy, for instance, because of the energy 
cost associated with the interface, and related corrections are obtained for other 
quantities, too. While a Monte Carlo study of 2-phase coexistence can be of intrin- 
sic physical interest, see Sect. 4, in general it is preferable to avoid this situation: the 
main reason why this inhomogenous situation is unfavorable is not the existence of 
the interfacial corrections, but the equilibration problem: if one brings the system 
from a l-phase region to a 2-phase region, it usually takes a very large time until 
the phase separation reaches its final equilibrium state, where just one domain of 
the minority phase coexists with a surrounding background of the majority phase. 
Before that state is reached, the system is slowly evolving in time through states 
containing many “droplets” of the minority phase which gradually coarsen. While 
such a study of phase separation kinetics is again of interest to elucidate dynamic 
mechanisms such as nucleation and growth, spinodal decomposition, domain coar- 
sening, etc. [go], for a study of equilibrium properties this slow equilibration 
clearly is very unfavorable. In addition, the final equilibrium state is strongly fluc- 
tuating both with respect to the size and the shape of the minority domain [91], 
and accurate results then need very large statistical samples. 

This problem of 2-phase coexistence is avoided if one uses a statistical ensemble 
which has intensive variables only (rather than extensive ones such as p and CB one 
must use the conjugate variables, chemical potential, or chemical potential dif- 
ference between the two species A, B, respectively). In the thermodynamic limit, the 
results obtained in these grandcanonical ensembles anyway are equivalent to those 
obtained from the corresponding canonical ensemble. For finite systems, we never 



24 K. BINDER 

need worry about interfacial corrections in the grandcanonical ensemble: the 
2-phase coexistence region there only shows up as a “forbidden region,” in which 
one never observes stable equilibrium states. Even metastable states (which would 
lie inside the coexistence curve) are still homogeneous: if sufficiently large minority 
phase domains were already nucleated in them, they would quickly lead to a decay 
of the metastable state. Of course, when one studies a first-order transition by sam- 
pling suitable probability distributions, as mentioned above, the transitions from 
one peak of the probability distribution to the other one just correspond to 
passages of the system through the “forbidden” 2-phase region (Fig. 5). 

4. MONTE CARLO STUDY OF SYSTEMS CONTAINING 
SURFACES OR INTERFACES 

One interesting application of Monte Carlo calculations is the study of intrin- 
sically inhomogeneous systems. Standard problems are the study of small particles 
with free surfaces [92,93] or thin films [61]. Usually one idealizes this situation 
just by the use of free boundary conditions (in all lattice directions in the case of 
small particles, in one lattice direction only for thin films). It is, of course, possible 
to study arbitrary prescribed external shapes of the small particle [92]. Also, one 
may use any desired inhomogeneities in the interactions, e.g., Ising ferromagnets 
with exchange interactions J,, differing in the surface layer from their value J in the 
bulk [94, 961; one might study surfaces on which local fields act, or where the 
interactions are disturbed by randomly placed impurities, etc. 

In some of these studies, one may be mainly interested in local properties of the 
first surface layer (of the first few layers) only. This is particularly true if the surface 
undergoes a phase transition at a temperature different from the transition in the 
bulk. Then an obvious method for improving the efficiency of the program is an 
“inhomogeneous sampling” [95-971: rather than sampling uniformly all lattice sites 
which are considered for a trial move, one may choose some probability dis- 
tribution which is peaked in the surface region and sample the lattice from that dis- 
tribution. In typical cases, lattice sites at the surface may be visited 10 times more 
often than sites in the bulk. As a typical example of such an application, Fig. 7 
shows the temperature dependence of the magnetization m, in the surface layer of 
an Ising ferromagnet for a variety of values of J,/J. 

The Monte Carlo study of interfaces between coexisting phases is less 
straightforward. Again we concentrate on simple Ising systems to point out the 
basic problems involved. One problem is to “localize” the interface in the system. 
The standard first-principle method to do this is to work with a system with free 
boundaries, where on one half of the boundary sites one applies a suitable magnetic 
field pointing up, on the other half the field is pointing down: or, equivalently, we 
may assume that the spins neighboring the boundary are partly fixed at + 1, partly 
at - 1. Therefore this is referred to as the “fixed spin-boundary condition,” Fig. ga. 
This boundary condition does indeed create an interface between the two domains 
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FIG. 7. Log-log plot of surface layer magnetization vs reduced temperature, for various ratios of the 
exchange J, in the surface plane to the exchange J in the bulk. Slopes of the straight lines, as indicated, 
yield effective exponents Pfs. Most data are based on simulations of a simple cubic Ising lattice of size 
50 x 50 x 40, with two free 50 x 50 surfaces and otherwise periodic boundary conditions. From [95]. 

of opposite magnetization in the system. However, while the interface clearly is 
localized at the boundary of the system where the fixed spins of opposite orien- 
tations meet, it is not localized in the interior: the contour separating the region of 
“spin up” from the region of “spin down” makes typical excursions of order 
+ W,(L) in the center of the system, with 

w,(L)ccL”* (d= 2) and W,(L)cc(ln L)‘j2 (d= 3, T> TR). (43) 

For d= 3 in Ising systems this behavior only occurs for temperatures exceeding the 
roughening temperature T, [98]. Thus the thickness W,(L) of the interfacial 
region depends on the thickness L of the system, and diverges in the ther- 
modynamic limit. This phenomenon is the well-known instability of the interface 
due to long wavelength excitations (“capillary waves”) [99]. 

Now the fixed-spin boundary condition clearly is inconvenient for Monte Carlo 
calculations: the fixed boundary spins will affect the local magnetization over a dis- 
tance < from the boundary, and hence the domains can only attain their bulk 
magnetization in the center of L$& only then we expect the interface to have 
properties similar to those occuring in the thermodynamic limit. 

So what is usually done is to apply the fixed spin boundary condition at two 
opposite boundaries only; the interface then forms in between and on the average is 
parallel to these boundaries (Fig. 8b). Then still it is necessary that the linear 
dimension M perpendicular to the interface is very large; but L now no longer 
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FIG. 8. (A) Boundary conditions for a 2-dimensional Ising system which lead to the formation of an 
interface below the critical point: spins are fixed at + 1 as indicated at the boundaries. Thick solid line 
denotes the (coarse-grained) position of the interface between the phases with negative and positive 
magnetization in a typical spin configuration. (B) Standard boundary conditions for the computer 
simulation of a system containing an interface. Note that the linear dimensions M%2<, where 5 is the 
bulk correlation length of order-parameter fluctuations. (C) Boundary for a reference system without an 
interface. (D) Finite system with all boundary conditions periodic and its order-parameter distribution 
function P,(“)(p). The minimum of P, ‘P)(p) corresponds to a situation with two interfaces, while the 
maxima correspond to pure phases with order parameters (p- ) and (p, ), respectively. From [42]. 

needs to be so large, and one applies periodic boundary conditions in the direction 
(s) parallel to the interface. A disadvantage of this method is, however, that now 
the interface thickness not only depends on L but also on M: in fact, keeping L 
finite one asymptotically expects that W,(L)aM as M + co: the interface must not 
come too close to the fixed-spin boundaries (it must stay away from those a dis- 
tance at least of order [), but otherwise there is no mechanism which would fix it 
anywhere in the system. Although this geometry has been used for the study of 
interfacial profiles [IlOO], we feel that this application lacks justification. 

But this geometry clearly is useful if we just want to sample interfacial excess 
quantities, such as the interfacial excess energy, or-in “multistate” models-the 
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interfacial net adsorbed “mass” of a different state [ 1011. One then performs a 
second calculation with fixed-spin boundary conditions at the two opposite planes 
having the same sign, but otherwise identical conditions. In this way one prepares a 
“reference system” which does not contain an interface (Fig. 8~). Subtracting then 
the energy obtained with this geometry from the energy obtained with the geometry 
of Fig. 8b, one obtains the interfacial excess energy. This technique has been used 
successfully for the 3-dimensional Ising model [loo, 1021. As an example, Fig. 9A 
gives the temperature variation of the interface free energy, which was obtained 
[102] from the interface internal energy by thermodynamic integration methods 
(see Sect. 5). It is seen that one can estimate by this technique the interface energy 
and free energy for the full temperature range, from very low temperatures up to 
the critical region. The method does become inaccurate very close to the critical 
point, however: it is well known that the interface free energy F, must vanish at the 
critical point [99], while according to [102], F, there is still positive (albeit small). 

An alternative method for obtaining F, in the critical region was suggested in 
[42]. This method again is based on the probability distribution of the order 
parameter, noting that for sx0, Eq. (19) no longer holds, but rather the system is 
dominated by configurations containing two interfaces (Fig. 8d). Thus Eq. (19) in 
this regime must be replaced by 

PL(s~O)~PL(s~ML) exp( -2Ld-‘Fs/ksT), LB53 (44) 

and hence one can estimate F, directly from sampling P,(swO) and attempting 
suitable extrapolations, such as 

+T= limm[ln P,(szO))/2Ldp ‘1 =!~~[lnIP,(sxO)/P,(sxM,)}/2L”-‘1. (45) 
I3 

This approach has been tested for the 2-dimensional nearest-neighbor Ising model 
[42] and favorable agreement with the exact results for F, [56] was obtained. 
Figure 9B shows then the corresponding results for the 3-dimensional simple-cubic 
nearest-neighbor Ising model [42]. Clearly, F, obtained by this method does vanish 
at T,, as it should, and moreover allows estimation of its critical behavior: the 
observed critical exponent of 1.32 + 0.07 is consistent with the value expected from 
the scaling relation (2vz 1.26 [103a]); moreover the associated critical amplitude 
ps% 1.05 + 0.05 has been estimated for the first time [42]. This amplitude factor 
enters several universal amplitude ratios, and the resulting estimates for those are in 
reasonable agreement with estimates obtained from experiments on fluids such as 
SF,, Xe, and CO* in the critical region (for a more detailed discussion, see [42]). 
Very recently, by a rather different multistage sampling method [103b] a 
presumably even more reliable estimate ps’,x 1.19 + 0.04 was obtained, improving 
the agreement with experiment. Thus, although the Ising models emphasized in this 
review are an oversimplification of any real material, they do have certain “univer- 
sal” aspects which may directly be compared to experiment. 
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FIG. 9. (A) Interfacial excess free energy of the 3-dimensional simple cubic nearest-neighbor Ising 
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the critical exponent. From [42]. 
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A related application is the simulation of fluid droplets coexisting with 
surrounding supersaturated gas. This is a problem of great interest for nucleation 
theory [104]. Much effort has been spent in simulating droplets of fluids with 
realistic interactions [104, 105, 931. Most of these approaches are only valid at 
rather low temperatures. For the much simpler lattice gas model, it has been 
possible to devise methods which are valid at all temperatures, up to the critical 
point [41]. We only discuss this latter problem here, because it also provides a nice 
application of a technique due to Meirovitch and Alexandrovicz [ 1061 for sampling 
the chemical potential /J in a simulation at constant density p. 

If a droplet of finite radius R coexists with surrounding gas, the chemical poten- 
tial is enhanced in comparison with its value pL,,,, at the gas-fluid coexistence 
curve. Observation of this well-known surface effect (Fig. 10) allows one to infer the 
surface-free energy of the droplets as a function of their radius (Fig. 11) (for details 
of this analysis, see [41]). Unfortunately, the droplet is strongly fluctuating both in 
size and shape [41,91] and hence it is hard to obtain meaningful accuracy. Thus 
the data shown in Fig. 11 may be preliminary. 

Alternative methods for studying the free energy of droplets are based on fluc- 
tuation theory, assuming that the concentration of droplets of size I is related to 
their formation free energy F, via IZ! = exp( - F/k, 2”). Given some definition from 
which droplets can be identified in any microscopic configurations of the system, 
one has to sample n, for the range of values of 1 of interest. This approach, lirst 
attempted in [107], has the merit that it easily can be extended to dynamic 
problems: e.g., one can follow the time-dependence of the droplet number pop- 
ulation n/(t) during a phase change [93, 1081, etc. Of course, all these approaches 
have to light two difficulties: (i) the first difficulty is the ambiguity in the 
microscopic definition of droplets, even for the lattice gas model [109]. (ii) The 
second difficulty is that for cases of experimental interest F,lk,T would be very 
large and then n, is extremely small, and thus it is very difficult to sample n, reliably. 
The first studies of this problem [ 1071 were restricted to n, 2 lo-‘, with multispin 
cording techniques and very efficient droplet counting programs it now is possible 
to go three orders of magnitude further, n, > lo-” [ 1 lo]. Still, it is the opinion of 
the present author that even further efforts are necessary, in order to finally clarify 
how F, varies with droplet size. It is felt, that approaches like “droplet counting” 
and simulation of gas-droplet coexistence are rather complementary to each other, 
and combining them might present a more complete picture. 

A question of fundamental importance for the theory of first-order phase trans- 
ition kinetics [ 1111 is the significance of the so-called “spinodal curve.” This curve 
can be defined as the locus of inflection points of the function F,(p) in the tem- 
perature-density plane, F,(p) being the coarse-grained free energy of a subsystem of 
linear dimension L, in which the density is constrained at the value p. With the 
techniques discussed in this article, the inflection point of F,(p) could be obtained 
in two ways: using the thermodynamic relation p = (~?F,/ap)~, and neglecting the 
distinction between the free energy of a subsystem and that of a single finite system 
with periodic boundary conditions, the inflection point of FL is just the maximum 
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(i.e., surface tension being independent of droplet radius and hence identical to that of an infinite flat 
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of p observed in Fig. 10 for various choices of L and T. Alternatively, we may iden- 
tify the probability distribution of the density in finite subsystems, which 
corresponds to the order parameter probability distribution discussed in Sect. 3, as 
PJp) 5 exp( - LdFL(p)/kg T), and hence obtain estimates for the inflection point of 
F,(p) from sampling PL(p). Figure 12 shows that combining these two approaches 
one can obtain the location of the inflection point ps for a wide range of L/t. In the 
region where both methods overlap the agreement is satisfactory. Note that by 
combining a range of different temperatures in this scaling plot it is possible to span 
a parameter range L/l from L/two.2 to L/rw50, which would never be possible at 
a single temperature. 

We emphasize this example about the spinodal curve here, because it illustrates 
several ingredients of a successful implementation of the Monte Carlo approach to 
answer a specific question, in this case the question “how does the inflection point 
ps of the free energy F,(p) of a subsystem depend on L?": First of all, one must 
realize that a relevant intrinsic length scale also for this problem is the correlation 
length < of density fluctuations at the gas-fluid coexistence curve. Second, one may 
use different approaches for the regime L/l % 1 and the regime L/t w 1: for L/l 9 1, 
interactions between different subsystems across their boundaries anyway should be 
negligibly small, and thus it suffices to consider a single system with L/t 9 1. Since 
P,(pxp,) is negligibly small in comparison with P,(p~p~,,) in this region, we 
have to constrain the system treating p as the independent variable. An important 
ingredient is then the knowledge of how to sample the conjugate intensive ther- 
modynamic variable, the chemical potential p [106]. A further useful idea is that 
for the problem of finding ps one does not need to know F,(p) explicitly, but 

581/59/l-3 
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location of the maximum of 1 as a function of p is sufficient. Conversely, in the 
regime L/t z 1 the sampling of PJp) is more practical. 

As a final remark of this section, we describe the idea behind sampling the 
chemical potential for lattice gas models [106]. For simplicity, we only assume 
nearest-neighbor interaction. Now one introduces the concept of a “local state.” 
This is the state a single lattice site can take, depending on the environment with 
which exists a direct interaction. Each lattice site can either be empty or occupied 
by an atom, and an energy -q is won if two neighboring sites are occupied. Hence 
on the simple cubic lattice the interaction energy can take the seven values E, = 0, 
- CPY, -6rp, which define the local states M of an atom at a site. We define a set of 
seven conjugate states a’ by removing the central atom of each state a, with E,. = 0. 
If the frequencies of occurrence of the local states a and a’ are denoted as yol and y=,, 
the condition of detailed balance requires that [106] 

rcJr.,=expC(-E,+Il)lkBr)l, FT= ln(yJJy..) + EJk, T. (46) 
B 



STLJDYOFPHASETRANSITIONS 33 

To smooth out fluctuations it is advisable to average p over all (seven) local states 
with appropriate weights. Similar ideas can be used in microcanonical calculations, 
where one wishes to calculate the temperature of the system [39]. 

Of course, the concept of “local states” is less useful for systems with continuous 
degrees of freedom, such as for a gas-fluid system. In this case the chemical poten- 
tial can be calculated by Widom’s “particle insertion method” [112]. If the 
introduction of one “test particle” in a system of N particles involves an energy 
u r,N, then 

(P-P~M~T= -Ww(- KdkBTDT,N,Y, (47) 

p0 being the chemical potential of an ideal gas at the same temperature T. Monte 
Carlo work on this and related problems can be found in [ 113-1201. 

5. SIMULATION OF FREE ENERGY AND ENTROPY 

As we have seen in Section 2, the importance sampling Monte Carlo method 
yields information on quantities which are thermal averages of observables, but it 
does not yield any estimates for the partition function 2 itself. As a result, while the 
internal energy U = (2) is easily calculated, neither free energy F= -k, T In Z 
nor entropy S = (U- F)/T are obtained directly. Of course, knowledge of F is 
important particularly when stable states need to be distinguished from metastable 
ones, by checking which one has lower free energy; this is a problem which fre- 
quently occurs for systems undergoing first-order phase transitions from one state 
to another, and due to hysteresis problems it is then not so easy to even locate the 
transition with modest accuracy. Thus, this problem has found a lot of attention 
recently; in the following we briefly survey some of the approaches which have been 
suggested, and try to discuss their merits. 

(i) The method of Salsburg et al. [121]: Consider for simplicity, again an 
Ising Hamiltonian 2,. Then the “volume of phase space” 52 for the partition 
function Z= Tr exp( -S,/kBT) simply is the number of states 2N the spins 
{S, ,..., S,> can take, and hence 

(exp(%,/kBT))=$ 1 1 =g=g. 
all states 

(48) 

If it is possible to sample exp(S,/k,T), (exp(SI/k,T)) x( l/M) C,“= 1 
exp[&‘(X,)/k,T], constructing a Markov chain of points {XV> as usual, Eq. (48) 
would yield an estimate for Z. Unfortunately, this method can work for rather 
small N only: since exp(ZI/k,T) is not extensive but varies exponentially fast with 
N, x, being extensive, the integrand just fluctuates too strongly over too many 
orders of magnitude. 
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(ii) Thermodynamic integration method (see, e.g., [ 122, 57, 123-1251): Here 
one explores the fact that derivatives of the free energy are easily sampled, and free- 
energy differences between states can be obtained by integrating over intermediate 
states. For instance, for an Ising magnet relations which can be explored are 

u= -T2[a(F/T)/aT-JH, M= -(aF/aH)., (WaT), = (au/aT)/f/T, (49) 

and hence 

S(T, H)=S(T,, H)+ [‘(aU/aT),dT/T, 

F U S(TI, W -=-- - 
k,T kBT k, s 

T (XJjaT), dTJk,T, 
7-1 

(5Ob) 

F 
-= -“;’ H)+jl’kar Ud(l/k,T), 
k,T 

(5Oc) 
B llkBT2 

S(T, H)=S(T,, H)+ U/T-k,jl’kBT Ud(l/k,T), 
UksT2 

F(T, H)=F(T, HI)-j-;MdH. 

Thus one needs to know the entropy at the reference state ({T,, H), (T,, H}, or 
{ T, H, }, respectively) and to calculate U (or M, respectively) at all states in 
between the reference state and the considered state at (T, H), along the considered 
path. Of course, the choice of the path is arbitrary and in practice dictated by com- 
putational convenience (see, e.g., [124] for a discussion of this point with practical 
examples). Often the entropy is known only for rather trivial reference states (e.g., 
T, = 0, l/T, = 0, H, + cc). Although the method even then is practically useful (see 
Fig. 13 for a typical example), often a higher accuracy would seem desirable. 
Sometimes the accuracy can be improved by using a reference state closer to the 
regime of interest, where exact low temperature series or high temperature series are 
available and describe the internal energy still accurately [125]: then one does not 
need to invest much Monte Carlo effort in an uninteresting region of the phase 
diagram, and the method is more economical. 

(iii) Ma’s method [ 1261 of coincidence counting of states along the trajectory 
in phase space: This method is conceptually much more interesting than the 
methods mentioned so far. It also can be applied [127] for nonequilibrium 
problems, such as models of spin glasses where there is a history-dependence and 
the above integration method involves serious questions [128-j. The basic idea is 
related to the statistical definition of the entropy in terms of the probability py that 
state X, occurs, 

Sk,= -c pv ln py. (51) 
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FIG. 13. Internal energy and free energy {lower part} and entropy difference dS= S(co, H)- 
S( T, H) {upper part} of the face-centered cubic Ising antiferromagnet with nearest-neighbor exchange J,,, 
plotted vs inverse temperature. Three values of the magnetic field are shown. Note that for the case 
where hysteretic first-order transitions occur the location of the transition was adjusted such that 
M(O) = k, In 2. For H/IJ,,] = 4 no transition was found and the ground state is a point of finite entropy, 
which from this work is roughly estimated as (ks In 2)/3. From [124]. 

In principle, py could be estimated from the trajectory as the fraction of time spent 
in the state X,. In practice, this would work only if the number of states is small 
enough so that the time spent in each state is long enough to define py accurately. 
Thus one modifies the approach as follows: One separates the states into groups 
labeled by A. Let r be the total time of the trajectory and rI the time which the tra- 
jectory spends in states of the group A. Then P, = rJr is the probability of finding a 
state belonging to group A. Then 

where Rn is the probability of finding a state along the trajectory to coincide with a 
given state in the group R. If there are f, states in the A phase space, and one 
assumes that the states in each group are uniformly distributed, then 

R, = PJr,, (52b) 
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Zi being estimated as Zi = NrJNcl, N,, being the number of trials in each group, 
and N,, is the coincidence count. 

The separation into groups depends on the particular problem. For instance, J. 
may label the energy intervals. The crucial point, however, is the assumption of 
uniform probability of the states: this is only true for states far apart along the tra- 
jectory (or at least farther apart than the “relaxation time” of the system). Only 
coincidences of states more distant than this relaxation time must be included in the 
coincidence count. 

Thus Eq. (52), which is a sort of coarse-grained version of Eq. (51), is not so 
straightforward to apply (at least it is not straightforward to judge the accuracy). A 
test of Eq. (52) for the l-dimensional Ising model, however, looks rather 
encouraging. 

(iv) The “stochastic models”-method of Alexandrowicz [ 1291. This method is 
not based on standard importance sampling, but rather it is a variant of Monte 
Carlo methods where one attempts to construct just one “typical” configuration of 
the system, based on adding particles to previously empty volume, according to cer- 
tain probabilities which contain several parameters. These parameters are optimally 
chosen by minimizing the resulting free energy functional; this procedure at the 
same time yields an estimate for the free energy. Results obtained so far look rather 
encouraging, and the method seems even to work well right at the critical point of 
Ising systems [ 1291, where the conventional sampling is plagued by slow relaxation 
problems. However, unlike the standard procedure, this method does not yield 
answers which are, in principle, exact, and its systematic error-although it seems 
very small in the cases studied so far-seems hard to ascertain in the general case. 
Probably this is the reason why this method is not yet widely used, although it cer- 
tainly is potentially very interesting. At this point, we do not give a detailed descrip- 
tion of the method, but refer the reader to the original literature [ 1291. 

(v) The “local states”-method due to Meirovitch [130, 1311. This method 
can also be viewed as an approximation to Eq. (51), where instead of taking the 
probability p, of the state X, describing the configuration of the total system, one 
considers probabilities of “local states” I: take in an Ising system a spin (which can 
be either + or -) and a certain group of its neighbors. The various states the 
neighbors can take are the states labeled by I. The probability that a state (Z, +) 
occurs be P,, and the probability that (I, - ) occurs be P,,- . Then 

S/kc -c Cp,,+ ln~P~,+I(p~,+ + PI,-)) +P,- lnPI,-I(p,+ + PI,-))I. (53) 
I 

Clearly, if the cluster of spins taken for the description of the local state is made 
bigger and bigger, the approximation should converge towards the exact answer, 
Eq. (51). In practice this method is limited, of course, by the exponential increase 
which then results in the number of local states which has to be sampled. But in a 
certain range the definition of what is a “local state” can in practice be varied 
[ 130,131] and thus, from the scatter of the various estimates obtained, one gets an 
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idea about the magnitude of the systematic error. The results obtained so far are 
most encouraging [130, 1311. In particular, the problem of ordering on the face- 
centered cubic Ising antiferromagnet in a field with nearest-neighbor interaction, 
which has been mentioned above as an example for the application of the ther- 
modynamic integration method, has been treated recently with the “local states” 
technique as well [131]. It seems that (with somewhat larger statistical efforts) one 
can obtain considerably more accurate results: e.g., comparing estimates for S for 8 
different choices of the local states Meirovitch concludes that the ground-state 
entropy for H= 12 jJ,,,I is Cl313 S/k,=O.24989 (2); if correct, this estimate has 
two more significant digits than the estimate obtained by thermodynamic 
integration [124]! For H= 4 JJ,,l, Meirovitch obtains [131] S/k,xO.239 (1) 
rather than [ 1241 S/k,= (In 2)/3 z 0.23 1: thus in unfavorable cases, where the con- 
vergence of the “local states”-method is slow, its accuracy is probably not much 
better than the thermodynamic integration method. At present the conclusion 
emerges that this method has the merits that in principle it can be systematically 
improved, and in nearly all cases studied so far reasonably accurate estimates seem 
to result from calculations with rather small clusters of neighbors defining a “local 
state.” 

(vi) “Multistage sampling” [132] and “umbrella sampling” [133]. These 
methods are based on a consideration of the energy distribution p(U), 

p(U) dU = (l/Z) exp[ -x(X)/k, T] dX. (54) 

By importance sampling one obtains only the normalized distribution, however, 

P,(U)= p(U)/1 dUp(U), (55) 

and thus the information on the normalization factor (l/Z) in Eq. (54) is lost. 
However, if the system size is sufilciently small one can study parts of p( U) directly 
with sufficient accuracy by simple sampling. If one obtains a sufficiently broad 
region of U, where both p(U) (by simple sampling) and p,(U) (by importance sam- 
pling) can be obtained, a comparison of the two distributions obviously yields the 
partition function. The disadvantage of this technique can again be seen very clearly 
for an Ising model: the distribution p(U) exp[.%‘(X)/k, T], with which the points X 
are chosen in the simple sampling run, is peaked at U = 0 with a width of order 
l/a; similarly, p,(U) is peaked at UN = (Z) with a width of order I/$?: thus 
the simple sampling can yield data only far out in the wings of p,( U), where it is 
hard to get reasonable statistics. This problem is dealt with [132] by generating 
intermediate “bridging distributions.” 

A more elegant way of handling this problem is to recall [2] that one may 
choose phase space points X, wth any prescribed, nonphysical, probability p(X,), 
rather than according to p(X,)ccexp( -H(X,)/k,T} as in the usual importance 
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sampling method. Then thermal averages are no longer simple arithmetic averages 
but rather [2] 

(A)z6=CL A(X,)expC-~(X,)lk,TlIP(X,) 
2’5 1 expC - WG)lkB WWL) ’ (56) 

Choosing P(X,) in a clever way one can get very good statistics into the wings of 
the energy distribution p,(U) [ 1331. These methods now are standard tool in the 
context of simulations of fluids [8, 111, where usually one treats systems with 
rather small particle number, and then the method is practically useful. Unlike the 
methods previously discussed, “umbrella sampling” gets more difficult the larger the 
size of the system. 

As a general conclusion of this section, we remark that several routes exist by 
which entropy and free energy can be obtained from Monte Carlo simulation. Some 
of these techniques (such as the methods of Ma [ 1261 and Meirovitch [ 1303) are 
very beautiful from a conceptual point of view, but their application seems to be 
useful mainly for systems with discrete degrees of freedom. Others (like umbrella 
sampling [133]) become impractical for very large particle number. Thus, it 
depends on the problem under consideration which of the methods described above 
is most efficient. 

6. MONTE CARLO STUDIES OF THE DYNAMICS OF FLUCTUATIONS 
NEAR EQUILIBRIUM (DIFFUSION) PROBLEMS, ETC. 

As mentioned in Section 2, the Monte Carlo method can be viewed as a 
numerical realization of a dynamic evaluation of a system described by master 
equation. Hence the Monte Carlo process can be taken as a simulation of 
corresponding physical situations, for which a description in terms of a master 
equation is appropriate. An example for this situation is provided by diffusion 
processes in solids: e.g., in an interstitial alloy, the diffusion of the interstitials may 
be modelled by a stochastic hopping between the available lattice sites. Since the 
mean time between two successive jumps is orders of magnitude larger than the 
time scale of atomic vibrations in the solid, the phonons can be reasonably well 
approximated as a heatbath, as far as the diffusion is concerned. (Of course, there 
are also cases where this approximation gets unreliable, such as superionic conduc- 
tors: for their realistic simulation the techniques described here are not sufficient, 
and molecular dynamics methods are needed.) 

In the last few years there has been large activity in this field, and the various 
results obtained have recently been extensively reviewed [43, 1343. Therefore, the 
present section will be rather brief. 

As always in a Monte Carlo simulation of a dynamic model, one first has to 
appropriately specify the transition probability W(X + X’) in the master equation 
for the probability P(X, t) that state X occurs at time t, 
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$ P(X, t) = -c W(X + X’) P(X, I) + c W(X’ +X) P(X’, t). (57) 
X X 

For a problem of diffusion in a lattice gas, the transition X +X’ typically consists 
of a jump of a particle to an empty nearest-neighbor lattice site; but it would also 
be possible to consider jumps to more distant sites, of course, and allow different 
attempted jump rates for different distances. In addition, one may wish to consider 
systems containing also different kinds of particles with different rates, or where the 
jump rates in different directions of the lattice are not equivalent (anisotropic dif- 
fusion). 

In the simplest case of only one kind of particle present and isotropic diffusion we 
may write the transition probability for nearest-neighbor jumps as follows, using 
the notation in terms of occupation variables (ci = 0, 1 } for the lattice sites i 
appropriate for lattice gas models, 

(58) 

Here the factor c,(l - ci,) accounts that only particles (ci = 1) can jump, and the 
transition probability is zero if the neighboring site 1 i is already occupied. The time 
constant t,9 is a factor setting the time scale, whilef$) is a “thermal” factor ensuring 
detailed balance with the chosen Hamiltonian. For noninteracting problems, fv) 
may simply be put equal to unity. Of course, the detailed balance condition does 
not specifyS$) uniquely. A choice taken in the case of nearest-neighbor interaction E 
is [134, 1353 

f $I= exp( - AElk, T), AE=&(k--Z+ 1) 

= Ek 

(E < 01, 

(E > O), 
(59) 

where 2 is the coordination number, and k the number of neighbor sites of i which 
are already occupied. Another choice is [ 136, 1371 

f$) = exp [ - 6Z/2kB T]/(exp[GX/2k, T] + exp[ - 6S/2kB T] ), (60) 

62 being the energy change associated with the jump. Of course, if microscopic 
information on the jump process and its rates were available, it could be used as an 
input for the Monte Carlo simulation. In the absence of such knowledge or other 
physical considerations dictating the choice of fT , w this choice is rather arbitrary. 

The quantities commonly calculated in the context of “self diffusion” studies are 
the number of performed jumps ( W) per unit time and per particle and the mean 
square displacement (rF( t) ) of particles as a function of time. Here the angular 
brackets are understood as time average according to the master equation Eq. (57), 
e.g., 

(61) 
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In addition, statistics are gained by taking an average over all particles i; to is the 
initial time of the averaging (and of the equilibration run) and t, the total time 
over which the run is extended. Equation (61) then yields the self-diffusion constant 
D, of the d-dimensional lattice with N sites, 

c (r?(t))/(2dN(c) t) 1 (62) 

One also introduces a correlation factor f by the following definition (valid for 
cubic crystals with lattice spacing a) 

D,z (W> fa*. (63) 

Another quantity of interest for incoherent neutron scattering is the dynamic self 
correlation function 

Sinc(q, t)=(l/N<c>) C (expCiq* (ri(O)-ri(f)}l)* 
all particles i 

(64) 

It is also possible to define and evaluate more sophisticated quantities such as the 
“waiting time distribution function” [138] but this is outside of our consideration 
here. We only mention a simple technical point related to the evaluation of distan- 
ces ri(t + t’) - ri(t’) needed in Eq. (61): in a finite system with periodic boundary 
conditions particles will disappear on one side of the system and reappear on the 
opposite one. In order to avoid unphysical finite-size effects due to such effects, one 
may use two sets of coordinates for each particle: the first set is used for the basic 
finite lattice and is used for selecting particles for a move, computing the transition 
probability W, etc. The second set agrees with the first one for time t = 0, but is not 
restricted to the basic cell at later stages: thus then a coordinate r,(t) at later stages 
may be an image of the particle in the basic cell generated by the periodic boundary 
conditions. Thus when a particle moves through the surface of the basic cell to a 
neighboring cell, we do not change its coordinate of the second set by +_ L (L being 
the linear dimension of the system), as one does for the first set of coordinates. 
Thus the distance Iri( I + t’) - r,(t’)l may exceed L by far for late times, which means 
that the particle has travelled to a rather distant “image” of the basic cell. With this 
definition of coordinates to be used in Eq. (61) the limit expressed in Eq. (62) 
trivially exists also for a finite system. The same trick is used for related problems, 
such as simulation of polymer motion [139]. 

Somewhat less straightforward to determine is the collective diffusion constant D 
which measures how a small local density excess spreads out. Various methods for 
estimating D have been proposed and are briefly reviewed in [43 3. Here we only 
mention the “linear response” method of [ 136, 1373, where one first equilibrates the 
system in the presence of a perturbation 6%(q) in the Hamiltonian, 

6%(q) = -6~ 2 cos(q * ri) cl. (65) 
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If the amplitude 6~ of this periodic chemical potential variation is small enough, 
it will lead to a wavelike modulation of concentration given by 

where x(q) is the “wave-vector dependent susceptibility” (which by this method also 
can be conveniently sampled). 

In order to sample D one switches off this perturbation &X(q) at time t = t, in 
the simulation. Then the wavelike concentration modulation decays as 

(Wq, 0 > = xh, 1) 6~ 1 cos(q. rj), x(q, t)=X(q)exp{-Dq'(t-t,}, (67) 

from which result one can extract D. The angular bracket in Eq. (67) in this case 
means a “nonequilibrium-average” over several equivalent runs, needed to smooth 
out statistical fluctuations in &(q, t), which are of order &@ and hence the 
“noise” is comparable to the “signal” (Sc(q, t)) except for very large N (note that 
6~ must be small in order to avoid nonlinear response). In spite of these limitations, 
this method works reasonably well. At the same time it illustrates a general advan- 
tage of all kinds of computer simulations: “thought-experiments” are readily carried 
out [140]. As an example of the type of work which can be performed, Fig. 14 
presents calculations of the self-diffusion constant D, and the collective diffusion 
constant D as a function of average concentration or “coverage” 0 = (c) for a 
variety of temperatures, assuming a square lattice gas model with repulsive interac- 
tions #,, between nearest neighbors and $,,, between next nearest neighbors, for 
#n, = b,,, [ 1371. The various order-disorder transitions of this lattice gas model 
show up in the dynamic quantities in a rather complicated way. For an analysis of 
this behavior we refer to the original literature [137]. 

We conclude this section by a discussion of criticisms recently raised on the inter- 
pretation of Monte Carlo simulations in terms of master equations in general 
[141]. There it is emphasized that the Monte Carlo process should be viewed as a 
dynamic evolution with a discrete rather than continuous time increment, dt = l/N 
(adopting units of one Monte Carlo step per site). As is well known, discrete 
dynamical problems often give rise to rather complicated behavior (chaotic time 
evolution, limit cycles, and other behavior studied in the context of “nonlinear 
dynamics”}, and the approach to the continuum limit is nontrivial. 

However, we feel that this criticism misses some important understanding about 
the dynamic interpretation of Monte Carlo processes. The point is that the time 
increment for the Monte Carlo microstep is understood to be dt = l/N only on the 
average. Of course, when one calculates time averages of time-displaced correlation 
functions [e.g., Eq. (61)] the fluctuations of the actual system time relative to the 
“time” labelling the Monte Carlo microsteps are averaged out. The same holds in 
Eq. (67) when the ensemble average over many equivalent runs is taken. A more 
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Coverage 0 

FIG. 14. Self-diffusion constant (A) and collective diffusion constant (B) plotted vs coverage 0 = (c) 
for a variety of temperatures, according to a simulation of square lattice gases with repulsive interactions 
between nearest and next nearest neighbors, for the case (,.= c$,,,. Arrows indicate order-disorder 
transitions. Various lattice sizes have been used as indicated. From [137]. 

formal discussion of this problem is given by Serinko [142]. We emphasize also 
that the actual performance of the Monte Carlo method to sample time-displaced 
correlation functions of dynamic models has been thoroughly tested for the 
l-dimensional kinetic Ising model [SO], where the exact solution is known [48]. 
Very good agreement with the exact results was found [SO]. Of course, for the 
dynamic applications it is essential to select the degrees of freedom for a trial move 
at random, while for equilibrium properties it is often better to select them in order 
going regularly through the lattice. 
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7. MONTE CARLO STUDIES OF PROCESSES FAR FROM THF~MAL EQUILIBRIUM 

A field of Monte Carlo sampling which is particularly expanding is the 
application to study processes far from equilibrium. Some of those can be viewed as 
early stages of the approach towards equilibrium: e.g., to this category belong 
simulations of nucleation phenomena [lOS], simulations of spinodal decomposition 
[90,43] and of the growth of domains of an ordered phase out of a disordered one 
[43]. As an example, we shall comment on this latter problem below. But we also 
emphasize that there are other problems which are purely “unidirectional” and have 
no relation to thermal equilibrium at all: e.g., “kinetic irreversible gelation” (as an 
example for simulations of this problem, see [143]) or “diffusion-limited 
aggregation” (e.g., [144]; see [43] for a selected bibliography). There stochastic 
processes are defined by specifying certain transitions X +X’ and transition 
probabilities W(X + X’), but the inverse transition X’ + X does not exist and hence 
there is also no detailed balance principle. For these problems, the lack of analytical 
approaches makes simulations to be the main source of information, and thus there 
is an enormous recent activity. 

Also with respect to the laws governing the growth of ordered domains, the 
understanding in terms of analytical theories is quite limited and thus Monte Carlo 
simulations are very valuable and a lot of recent work hence deals with this 
problem [ 145-155). Again it is not the intention of this review to give an 
exhaustive discussion of the results obtained so far, and their physical significance; 
rather we want only to describe how such studies are performed, and what typical 
problems are encountered. For simplicity, we concentrate on recent work 
[151, 1521 on the square lattice gas with nearest-neighbor repulsion and next- 
nearest-neighbor repulsion of equal strength, which already has served as an exam- 
ple for diffusion studies in the previous section. 

Figure 15 shows “raw data” of such a simulation, where the four different kinds 
of order in the 2 x 1 structure are indicated by four different symbols (in this struc- 
ture, rows of empty sites alternate with full rows: these rows may be oriented 
parallel to the x axis as well as parallel to the y axis, and they may also be 
interchanged with one another). It is seen that a variety of domains of rather 
irregular shapes forms rather quickly after the quench to the considered tem- 
perature. These snapshot pictures also illustrate already some of the difficulties of 
this particular application of Monte Carlo sampling: (i) The domain patterns at dif- 
ferent times are highly correlated with each other, thus initial fluctuations in the 
pattern may get amplified. It is then necessary to average all properties over many 
equivalent runs, in order to obtain a physically meaningful information. (ii) The 
domains are very irregular, and sometimes they contain holes which again are tilled 
by domains of other kinds. Hence it is not straightforward to associate a 
meaningful linear dimension L(t) to these domains. (iii) At later times it may hap- 
pen that one species of the domains starts to percolate from one boundary of the 
system through the system right to the other side (the snapshot at t = 200 MCS in 
Fig. 15 is close to such a percolation phenomenon). This percolation phenomenon 
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FIG. 15. Snapshot pictures of a 120 x 120 square lattice gas (with periodic boundary conditions) 
with nearest- and next-nearest-neighbor repulsive interaction of equal strength, quenched at time t = 0 
and field H = 0 from infinite temperature to r/]J,,\ = 1.33 (about 64 % of the critical temperature). Time 
evolution follows single-spin flip dynamics. Times shown are at 10 (A), 40 (B), 60 (C), and 200 (D) 
Monte Carlo steps after the quench. Lattice sites taken by a particle are shown by circles, triangles, 
standing crosses, or lying crosses, depending on the type of domain to which they belong. From [ 1521. 
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is clearly an unwanted finite size effect, which needs to be eliminated by simulating 
suitably large systems. 

What are then the quantities that are “measured”? What is very easy to record, is 
the excess energy A?(t) = U(t) - U( 03) and a domain linear dimension L(t) defined 
by [ 1511 (d being the dimensionality, d = 2 in our example) 

where $Jt) are the order parameter components at time t, and (tj > T is the 
equilibrium order parameter at the temperature to which the quench is performed. 
In our example, the two order parameter components can be defined as $ i(t) = 
(l/N) Cj Sj(t) exp[rj.q,] and $2(t) = (l/N) Cj S,(t) exp[rj.q,], Sj(t) being the spin 
variable at site j and at time t, and q i , q2 are the reciprocal lattice vectors describ- 
ing the (2 x 1) long range order, q, = ~(1, 0)/a, q2 = ~(0, 1)/a, a being the lattice 
spacing. Figure 16 shows typical results for both LIE(~) and L(t), which are presen- 
ted in log-log form, since one expects power laws [lSl], 

L(t)at”, AE(t)at (69) 

Figure 16 again illustrates difficulties of this approach: while dE(t) is rather well 
behaved already in a single run, L(t) is strongly fluctuating from run to run, and 
hence a large statistical sample of equivalent runs is needed to get reasonable 
accuracy. In addition, there is curvature on the log-log plot: this may be due to a 
competition of various growth mechanisms; it may also be an artefact of the 
simulation, however: it may be a finite size effect, or attributed to imprecise 
knowledge of U( co) which crucially enters A!?(t) at late times. In the example 
shown in Fig. 16, it has not been possible to properly single out the various 
possibilities; in order to obtain reasonable data all lattice sizes have been averaged 
together, to conclude that both exponents XNN ~~0.36. The accuracy of this 
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RG. 16. Log-log plot of G(t) and L(r) vs time, for the temperature T/JJ,,l = 1.33 and concen- 
tration (c) = f, using a particle hopping dynamics which conserves the concentration (the transition 
probability Eqs. (57), (59) is used). Case (A) shows an average of 4 runs for 400 x 400 lattices, while case 
(B) shows an average over several hundred runs of lattice sizes in the range from 80 x 80 to 800 x 800. 
From [ 1521. 
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procedure is rather uncertain, however, and analytical arguments were presented 
[152] in favor of x=y=+. 

Another quantity which is of interest is the structure factor 

S(q, f)=f 
(I 

2 

CSj(t)exp[iq.rj] 
j I> 

(70) 

Here the angular bracket again indicates that an average over a sample of 
equivalent runs needs to be performed. The structure factor is hampered by the 
additional finite size effect, mentioned in Section 2, that q is restricted to a discrete 
set of values compatible with the periodic boundary conditions. For q-values in 
between those, S(q, t) is unknown, and common practice is to connect S(q, C) 
defined at discrete q values in between by straight lines (Fig. 17A). Since S(q, t) is 
also plagued by large statistical fluctuations, it is again hard to obtain a meaningful 
accuracy. Within the rather modest accuracy attainable, one typically finds that 
S(q, 1) satisfies a scaling property (Fig. 17B) if S(q, t) is normalized by its maximum 
value at the Bragg position qBragg, and q - q&agg is normalized by the half width 
S(l) of the peak. Of course, 6 -l(t) can be taken as another quantity measuring the 
linear dimension of the domains in the system. 

In conclusion, although the results of the various studies [145-1553 are rather 
encouraging and clearly provide a first physical insight into the problem, questions 
of accuracy still need to be studied carefully: one must analyze the finite-size effects 
as well as the way in which statistical fluctuations depend on sizes of the system and 
sizes of the statistical sample. The lack of a “self-averaging property” (e.g., L(t) 
taken from one run of an 800 x 800 lattice has an order of magnitude larger fluc- 
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FIG. 17. (A) Structure factor S(q, r) plotted vs q at different times (measured in Monte Carlo steps 
per particle) for T/IJ,I = 0.75, (c) = $, using an average of 235 runs for a 120 x 120 lattice. (B) Same 
data replotted in scaled form as indicated in the text. From [152]. 
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tuation than 100 runs of 80 x 80 lattices, although the total number of sites in both 
cases is the same [ 1521) certainly needs theoretical investigation. 

8. CONCLUSIONS 

In this review, it has been shown that one understands rather nicely how to 
analyze static properties at phase transitions obtained from Monte Carlo 
simulations: finite-size effects both at second-order and at first-order transitions are 
well understood, and size-dependence can be used as a tool to both locate a trans- 
ition and quantitatively estimate corresponding properties. Also the statistical 
errors with presently available computers can be made reasonably small, such that 
meaningful studies are possible. 

With respect to dynamic properties at phase transitions, the situation is 
somewhat less encouraging. Although there is much successful work on various 
aspects of diffusion problems, as mentioned in Section 6, it is still a problem to 
study critical slowing down at second-order phase transitions: in systems with con- 
served order parameter, one expects the diffusion constant to vanish; while some 
qualitative evidence for this phenomenon has been seen by Monte Carlo 
[ 136, 1563, these studies in quantitative respect still are unsatisfactory. Also the first 
problem to which dynamic Monte Carlo studies were applied, namely estimating 
the critical exponent of the relaxation time in the single spin flip kinetic Ising model 
[4, 50, 157a], is not satisfactorily solved, despite recent efforts [ 157b]. The recently 
developed special purpose processores [14, 151 seem to be nicely suited to handle 
this problem. Recent progress has also been achieved by applying finite size scaling 
concepts to critical dynamics [ 157~1. 

While several applications of dynamic Monte Carlo renormalization group 
methods to this problem [158a] also did yield somewhat unsatisfactory results, the 
most recent effort [ 158b] using a new vectorized multispin coding technique [ 343 
on the CDC Cyber 205 computer (“method of 2d colours”) with a speed of 22 x lo6 
Monte Carlo updates per second seems to yield, for the first time, estimates for the 
dynamic exponents with good accuracy. 

And a similar situation occurs with respect to dynamic processes far from 
equilibrium relevant for phase transitions (such as nucleation, spinodal decom- 
position [90, 43, 1083, growth of ordered domains (Sect. 7), etc.): although Monte 
Carlo simulations have contributed significantly to our understanding of these 
processes, many important problems are still unsolved, and the precise nature of 
limitations of simulations due to finite system size and finite size of the statistical 
sample need to be investigated more closely. It seems likely that with additional 
efforts along those lines substantial progress in the near future will be possible. 

There is one area, however, where the situation must be judged much more 
pessimistically: this is the field of phase transitions in systems with quenched dis- 
order (models ,for spin glasses, systems with random fields, etc. [ 154, 155, 1591). In 
many cases, it is controversial whether such models have a phase transition at finite 
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temperature or not. Even such a qualitative question often then cannot be con- 
clusively answered by Monte Carlo simulation either, due to the occurence of very 
large relaxation times in the system. 

As an example of such a problem, we mention the 3-dimensional Ising model 
with bonds +J, the signs of which are chosen at random. If a transition to a spin 
glass phase occurs, one expects the susceptibility xEa = Cij[ (SiS,)2,],“/lv to diverge 
there. (Here the average [..*I,, means an average over the random bond dis- 
tribution.) Figure 18 presents typical data for x EA and the associated correlation 
length rEA [160]. The straight lines shown on these plots illustrate power laws such 
as tEA cc T-4, xEa oc T-l*, which would imply that there is a phase transition at zero 
temperature only. However, it is also possible that a phase transition does occur at 
finite nonzero temperature, in the regime of temperatures somewhat lower than 
where data points are shown. It is very hard to check this, however: in the regime 
investigated, the average relaxation time t increases dramatically upon lowering the 
temperature, consistent with a law In zccTd4. The case where r is equal to the 
observation time over which time averages are taken, corresponds to a “dynamic 
freezing transition” which has nothing to do with a static phase transition in the 
system. Taking as a time unit to = 1 MCS/spin, early work found such a transition 
[161] for observation times 103~o, where the present work reveals that xBA and rEA 
are still clearly nondivergent. Assuming the law In rot Tp4 also for experimental 

-0.5 0 O-5 Ir T/J 1.0 

FIG. 18. Log-log plot of xEAvs T/J for the simple cubic k J Ising spin glass. Crosses are Monte 
Carlo results and the solid curve is a Pade analysis due to R. G. Palmer [private communication] of the 
series of [163]. The tilled circle is a lower bound from a transfer matrix calculation [164]. Arrows mark 
the freezing temperatures of earlier Monte Carlo work Cl613 and CuMn 1% experiment [162]. The 
insert shows C;kI vs T/J. From [160]. 
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work on Cu Mn 1% spin glasses included in Fig. 18 [ 1621, where 7ox lo-l2 s, the 
experimental freezing temperature PfXP would correspond to a time 7% 10’57,x 
lo3 s. While the Monte Carlo data shown in Fig. 18 span a range of observation 
times from 7o to 1062,,, and with special purpose processors one can go up to 109z, 
[ 171, this range is still smaller than the time range accessible in the experiment. 
Since for glass transitions it seems crucial that a spectrum of relaxation times 
develops which spans many decades, their study with Monte Carlo methods 
obviously is rather hard. But even in these cases, the comparison of Monte Carlo 
simulations with analytical theories and experiment has been rather useful [159]. 

A detailed analysis of recent data obtained with the Bell Laboratories spin glass 
special-purpose computer indicates that possibly a transition in this + J model does 
occur at k, Tf (Jz 1.2) [ 171. This conclusion is consistent with another study where 
the finite size scaling techniques of Sec. 3 are applied to this problem [ 1651. 
However, due to the problems mentioned above neither of these studies can settle 
this issue beyond doubt. 
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